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Exercice 1
Let {tn}n∈N∗ an enumeration of [0,∞) ∩Q. Set Dn = {t1, . . . , tn} and D =

⋃
n∈N∗ Dn.

1. By Doob inequality on Dn, we have

λpP
{

sup
1≤k≤n

|Xtk | ≥ λ
}
≤ sup

1≤k≤n
E[|Xtk |p].

Since
sup

1≤k≤n
|Xtk | ↗ sup

t∈D
|Xt| a.s.

using monotone convergence theorem and

sup
1≤k≤n

E[|Xtk |p]↗ sup
t∈D

E|Xt|,

gives

λpP
{
sup
t∈D
|Xt| ≥ λ

}
≤ sup
t∈D

E[|Xt|p].

Since (Xt) is right continuous, we have

sup
t∈D
|Xt| = sup

t≥0
|Xt|,

what prove the claim.
2. The proof is similar and is left to the reader.

Exercice 2
1. Let X a A−measurable r.v. We have to prove that

E[et1X+t2Y ] = E[et1X ]E[et2Y ].

But this is rather clear since

E[et1Xet2Y ] = E
[
et1XE[et2Y | A]

]
= E[et1X ]E[et2Y ],

where the first equality come from the fact that et1X is A−measurable.
2. ⇒ Suppose (Mα

t ) is a Martingale for all α ∈ R. Let 0 ≤ s < t. Then

E[eα(Xt−Xs)] = E
[
eα(Xt−Xs)−

α2

2 (t−s)
]

= e
α2

2 (t−s)E
[
eα(Xt−Xs)−

α2

2 (t−s)
]

=
(1)
e
α2

2 (t−s)E
[
e−αXs+

α2

2 sE
[
eαXt−

α2

2 t | Fs
]]

=
(2)
e
α2

2 (t−s)

where we used the fact that eαXs+
α2

2 s is Fs measurable in (1), and the martingale property
in (2). Therefore Xt −Xs ∼ N (0, t− s). Moreover, for all α ∈ R,

E[eα(Xt−Xs) | Fs] = e−αXs+
α2

2 tE
[
eαXt−

α2

2 t | Fs
]
= e

α2

2 (t−s) = E[eα(Xt−Xs)],

and thus, by question 1.,Xt−Xs and Fs are independents. SinceX0 = 0 a.s. and is continuous,
we conclude that (Xt) is a Brownian motion.
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⇐ Suppose (Xt) is a Brownian motion. The fact that E
[∣∣∣eαXt−α2

2 t
∣∣∣] <∞ for all t ≥ 0 and that

eαXt−
α2

2 t is Ft := σ(Xs | s ≤ t) adapted for all t ≥ 0 are clear. Let α ∈ R and 0 ≤ s < t.

E
[
eαXt−

α2

2 t | Fs
]
=
(3)
eαXs−

α2

2 tE
[
eα(Xt−Xs) | Fs

]
=
(4)
eαXs−

α2

2 tE
[
eα(Xt−Xs)

]
=
(5)
eαXs−

α2

2 s,

where we used the fact that eαXs is Fs measurable in (3), that Xt −Xs is independent of Fs
in (4) and that Xt − Xs ∼ N (0, t − s) in (5). Therefore,

(
eαXt−

α2

2 t
)
is a martingale for all

α ∈ R.

Exercice 3
1. Using reflexion principle yields

P{τ ≥ T} = P

{
sup
t∈[0,T ]

Bt ≤ a

}
= 1− 2P{BT > a}

= 1− 2√
2πT

∫ −a
−∞

e−
x2

2T dx

=
1√
2πT

∫ a

−a
e−

x2

2T dx.

Since ∫ a

−a
e−

x2

2T dx =
1

2

∫ a

0

e
−x2
2T dx ≥ a

2
e−

a2

2T ,

we get

E[τ ] =
∫ ∞
0

P{τ ≥ T} dT =∞.

2. Set
Mt = e

√
2λBt−λt.

By the previous exercise, (Mt) is a martingale. Then so is (Mτ∧n)n∈N. By the optional stopping
theorem,

E[Mτ∧n] = E[M0] = 1.

Since
|Mτ∧n| = e

√
2λBτ∧n−λ(τ∧n) ≤ e

√
2λa,

we have by DCT (dominated convergence theorem) that

E[Mτ ] = lim
n→∞

E[Mτ∧n] = 1.

Therefore
E[e
√
2λa−λτ ] = 1,

and thus
E[e−λτ ] = e−2λa.
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