
Probability Theory 2 : Solution Sheet 6

Recall that a+ := a ∨ 0 where α ∨ β denotes the maximum between α and β. It’s not used here, but
we also define a− := − (a ∧ 0) where α ∧ β denotes the minimum between α and β. So, as you can see
a+ and a− are always positives and

a = a+ − a− and |a| = a+ + a−.

These relations are not so important here, but they are often used in books, articles...

Exercice 1
I want to precise that this exercise is really not so easy, so don’t panic if you didn’t solve it properly.

Let {tn}n an enumeration of D := [a, b) ∩ Q. Set Dn = {t1, . . . , tn}. We denote U(Dn, [α, β]) the
number of upcrossing through [α, β] of (Xt)t∈Dn .

• Claim 1 : U(D, [α, β]) := supn∈N∗ U(Dn, [α, β]) is a.s. finite.
By the Doob’s upcrossing estimate,

E[U(Dn, [α, β])] ≤ 1

β − α
E[(Xtn − α)

+
].

Since x 7→ x+ is convex,
(
(Xt − α)+

)
is a submartingale, and thus,

E[(Xtn − α)+] ≤ E[(Xt − α)+],

for all t > tn. Moreover, since (X − α)+ ≤ X+ + |α| we get

E[U(Dn, [α, β])] ≤ supt E[X+
t ] + |α|

β − α
<∞.

Since Dn ↗ D we have U(Dn, [α, β]) ↗ U(D, [α, β]). Therefore MCT (monotone convergence theo-
rem), yields to

E[U(D, [α, β])] ≤ supt E[X+
t ] + |α|

β − α
<∞,

what prove the claim.

• Claim 2 : limt→∞Xt exist a.s.
By the claim 1, there is a null set Nα,β s.t.

U(D, [α, β])(ω) <∞ for all ω /∈ Nα,β .

Set N :=
⋃
α<β,α,β∈Q+ Nα,β . Then, N is a null set. Set Ω0 := Ω\N . Then, P(Ω0) = 1. By Fatou’s lemma,

lim inft→∞Xt is finite a.s. Suppose by contradiction that there is ω ∈ Ω0 s.t.

lim inf
t→∞

Xt(ω) < α < β < lim sup
t→∞

Xt(ω),

for some rational 0 ≤ α < β <∞. Since (Xt) is right-continuous,

lim inf
t→∞
t∈Q+

Xt = lim inf
t→∞

Xt and lim sup
t→∞

Xt = lim sup
t→∞
t∈Q+

Xt.

Therefore, (Xt(ω))t∈Q+ has infinitely many upcrossing, which contradict U(Q+, [α, β])(ω) < ∞. There-
fore,

lim sup
t→∞

Xt(ω) = lim inf
t→∞

Xt(ω) <∞

for all ω ∈ Ω0. Set X∞(ω) = limt→∞Xt1Ω0 . Then

lim
t→∞

Xt = X∞ a.s.
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Exercice 2
• 1.⇒2. : Since (Xt) is uniformly integrable, supt E[|Xt|] < ∞. Therefore, by exercise 1, there is X

a.s. finite s.t.
lim
t→∞

Xt = X a.s.

Moreover, X ∈ L1 since if (tn) is a sequence s.t. tn →∞, by Fatou’s lemma

E[|X|] ≤ lim inf
n→∞

E[|Xtn |] ≤ sup
t≥0

E[|Xt|] <∞.

By exercise 3 of sheet 1, Xtn → X in L1 for all sequences (tn) s.t. tn →∞. Therefore, Xt −→
t→∞

X

in L1.
• 2.⇒ 3. : Let X ∈ L1 and suppose Xt −→

t→∞
X in L1. In particular E[Xt] −→

t→∞
E[X]. Therefore, if

F ∈ Ft and T ≥ t,

E[X1F ] = lim
T→∞

E[XT1F ] = lim
T→∞

E
[
E[XT1F | Ft]

]
=
(1)

E[Xt1F ],

where (1) follow from the fact that F ∈ Ft and the martingale property, i.e. E[XT | Ft] = Xt.
Since Xt is Ft−measurable, we get Xt = E[X | Ft], as wished.

• 3.⇒1. : We have made the proof in the first sheet, exercise 3. The proof is exactly the same. I write
it anyway, so that you have a nice version (and don’t have to guess from my terrible handwriting).
Sorry for that by the way, but it shouldn’t be a problem now :-).

Let ε > 0. By continuity of the probability measure, there is δ > 0 s.t.

E[|X|;A] :=

∫
A

|X|dP ≤ ε, (2)

whenever P(A) ≤ δ. Take M big enough to have E[|X|]
M ≤ δ. Then, by Jensen inequality and the

fact that {|Xt| > M} ⊂ {E[|Y | | Ft] > M}, we have

E[|Xt|; |Xt| > M ] ≤ E
[
E[|Y | | Ft];E[|Y | | Ft] > M

]
= E

[
|Y |;E[|Y | | Ft] > M

]
,

where the last equality come from the fact that {E[|Y | | Ft] > M} ∈ Ft. By Chebychev’s inequality
and recalling the definition of M yields

P {E[|Y | | Ft] > M} ≤
E
[
E[|Y | | Ft]

]
M

=
E[|X|]
M

≤ δ,

and thus, by (2),
E
[
|Xt| | |Xt| > M

]
≤ ε,

for all t. This prove that
lim
M→∞

sup
t≥0

E
[
|Xt|; |Xt| > M

]
= 0.
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