
Probability Theory 2 : Solution Sheet 5

We recall that
a ∧ b := min{a, b} and a ∨ b = max{a, b}.

Exercice 1
Recall that

Fτ = {A ∈ F∞ | ∀t ≥ 0, A ∩ {τ ≤ t} ∈ Ft},

where F∞ =
∨
t≥0 Ft := σ

(⋃
t≥0 Ft

)
.

1. Since for all s ≥ 0,
{τ ≤ s} ∩ {τ ≤ t} = {τ ≤ t ∧ s} ∈ Ft∧s ⊂ Ft,

τ is Fτ−measurable.
2. Let t ≥ 0. Then,

{σ ∧ τ > t} = {σ > t} ∩ {τ > t} = {σ ≤ t}c ∩ {τ ≤ t}c ∈ Ft.

Therefore σ ∧ τ is a stopping time. Also,

{σ ∨ τ ≤ t} = {σ ≤ t} ∩ {τ ≤ t} ∈ Ft,

and thus, σ ∨ τ is a stopping time.
3. Let F ∈ Fσ. Since σ ≤ τ a.s., we have {τ ≤ t} ⊂ {σ ≤ t}. Therefore,

F ∩ {τ ≤ t} =
(
F ∩ {σ ≤ t}

)
︸ ︷︷ ︸

∈Ft

∩{τ ≤ t}︸ ︷︷ ︸
∈Ft

∈ Ft,

and thus F ∈ Fτ .
4. The inclusion Fτ∧σ ⊂ Fτ∩Fσ directly follow from 2. and 3.. For the other inclusion, let F ∈ Fσ∩Fτ .

Then,

F ∩ {τ ∧ σ ≤ t} = F ∩
(
{τ ≤ t} ∪ {σ ≤ t}

)
=
(
F ∩ {σ ≤ t}

)
∪
(
F ∩ {τ ≤ t}

)
∈ Ft,

since F ∈ Fτ ∩ Fσ, what prove the claim.

Exercice 2
⇒ Suppose X = (Xt) is F−adapted where Xt = ξ1{τ≤t}. Let t ≥ 0. In particular, for all B ∈ B(R),

X−1t (B) ∈ Ft.

Since ξ 6= 0, we have that
Xt(ω) = 0 ⇐⇒ τ(ω) > t,

and thus
{τ > t} = X−1t ({0}) ∈ Ft.

Therefore, τ is a stopping time.

Let B ∈ B(R). Write B = A ∪ {0} where A = B \ {0}. Since ξ−1{0} = ∅ and A ∈ B(R),

ξ−1(B) ∩ {τ ≤ t} = ξ−1(A) ∩ {τ ≤ t} = X−1t (A) ∈ Ft,

Therefore ξ is Fτ measurable.

⇐ Suppose that τ is a stopping time and ξ is Fτ−measurable. Let B ∈ B(R) and write B = A ∪ {0}
where A is defined as previously. Then,

X−1t (B) =
(
ξ−1(A) ∩ {τ ≤ t}

)
︸ ︷︷ ︸

∈Ft

∪{τ > t}︸ ︷︷ ︸
∈Ft

∈ Ft.

Therefore Xt is Ft−measurable and thus X is F−adapted.
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Exercice 3
If πn : 0 = t0 < . . . < tnkn = t is a partition of [0, t], we denote |πn| := max

i=0,...,kn−1
|tni+1 − tni |.

1. Let πn : 0 ≤ tn1 < . . . < tnkn = t a partition of [0, t] s.t. |πn| → 0. Set Y ni =
(
Btni+1

− Btni
)2. Let

ε > 0 and remark that since E[Y ni ] = tni+1 − tni , we have

t =

kn−1∑
i=0

E[Y ni ].

Therefore

P {|Qπn(B)− t| > ε} = P

{∣∣∣∣∣
kn−1∑
i=0

(
Y ni − E[Y ni ]

)∣∣∣∣∣ > ε

}

≤
(1)

1

ε2
Var

(
kn−1∑
i=0

Y ni

)

=
(2)

1

ε2

kn−1∑
i=0

Var(Y ni )

=
(3)

2

ε2

kn−1∑
i=0

(tni+1 − tni )2

≤ 2

ε
· |πn|

kn−1∑
i=0

(tni+1 − tni )

=
2t

ε
· |πn| −→

n→∞
0,

where (1) follow from Tchebychev inequality, (2) follow from independence of the Y ni for i ∈
{0, . . . , kn− 1} and (3) come from the fact that Y ni ∼ (Xn

i )
2 where Xn

i ∼ N (0, tni+1− tni ), and thus

E[Y ni ] = E[(Xn
i )

2] = tni+1 − ti and E[(Y ni )2] = E[(Xn
i )

4] = 3(tni+1 − tni )2.

2. Let πn : 0 = tn0 < . . . < tnkn = t a partition of [0, t] s.t. |πn| → 0. Since f is continuously
differentiable,

f(y)− f(x) =
∫ y

x

f ′,

and thus

kn−1∑
i=0

(
f(tni+1)− f(tni )

)2 ≤
(4)

kn−1∑
i=0

(tni+1 − tni )
∫ tni+1

tni

f ′(u)2 du ≤ |πn|
∫ t

0

f ′(u)2 du
(5)−→

n→∞
0,

where we used Cauchy-Schwarz in (4), and (5) follow form the fact that u 7→ f ′(u)2 is continuous
on [0, t], and thus integrable on [0, t].

3. By a theorem of the lecture, Brownian motion has quadratic variation t 6= 0 on [0, t]. Therefore, by
question 2., it’s not continuously differentiable.
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