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Exercice 1

Let (S;) a supermartingale. The implication is obvious since martingale has constant expectation.
Conversely, suppose that (S;) has constant expectation. Let s < ¢. Since (S;) is a supermartingale,

Ss —E[S, | Fs] >0
Moreover, since (S;) has constant expectation

]E[Ss' _E[St | -'T"eH =0.

Therefore,
E[S, | F.] = S..
Exercice 2
We have that .
M, :/ VodBo= " mi(Buy — B) + e, (By — Ba)).
k=0

where ¢; = [t|. We can suppose WLOG that ¢ € N (do the proof whenever ¢ ¢ N to convince yourself).
To simplify notation, we denote

ABZ = Bt - Btv

1

i+l and Ati = ti+1 — ti.

Let s < t. We suppose WLOG that s € N (do the proof whenever s ¢ N to convince yourself). Then,
using classical properties of Brownian motion and conditional expectation (technical details are left to
the reader)

t—1t—1
E[M? — (M Z ZW?kAB ABy — anAtk | Fs
k=0 =0
s—1s—1 s—1t—1
=3 > mmiABABy — Z Mt + Y Y ElpemABABy | F]
0 F=00=5 _Blnim A By | F.) E[AB;] =0
=MZ—(M),
t—1s—1 s—1t—1 t—1
+3 3T ElmmABAB | F] +3 Y ElpunABABy | FJ) = > Elnt | FiJAt,
k=s i=0 —E[nineAB; | F.]-E[AB]=0 k=s i=s k=s
=:1
= M52 - <M>g 9
where I has been computed as follow :
t—1 t—1 t—1 t—s
=Y "Eni(ABy)? | FJ] =Y E} | FJAty + Y > ElpniABLAB; | FJ] =0
k=s :E[Tli\]‘—s]Atk k=s k=s ;;z -0

Exercice 3

1. Let (75,) a regularizing sequence. Since [Minr, | < supg<,<; | M| € L'(), the claim follow by DCT.
2. Denote B = (B!, B?, B?).



(a) Let t > 1. Set h(z,y,z) = \/ﬁ E ” We have Vh(z) = Tape - Since h is C2(R\ {0})

and By # 0 for all s € [0,¢] a.s. we can use Itd formula. By It6 formula,
h(By(t), Ba(t), Bs(t))

t t
1
_ W(B!, B2 BY) + / Vh(B!, B2, BY) - dB, + / L An(B}, B2 BY)ds
1 1
t
1

Denote

hl(x) = h ($1,$2,$3) || ”3

Let
Q:={w|Vt>0,By(w) #0}N{w]|t+— By(w) continuous}.

If w € Q, by then there is C = C(w) > 0 s.t. || B;(w)|| > C(w) > 0. Therefore, s + h(B,(w))
is continuous on [0, ¢], and thus s — h;(Bs(w)) is in L2([1,¢]). Since P(Q) = 1, we get h(B;) €
MZ .([1,t]). Therefore,
t
/ hi(Bs) dB,
0

is a local martingale for all ¢ = 1,2, 3. Since a finite sum of local martingale is a local martin-
gale, we conclude that (h(B;));>1 is a local martingale.

(b) Using polar coordinates yields

1 T 1
IE[ME]:/ S5 5¢ S dedyde = -
R T2+ Y%+ 22 t

(c) If (M) would be a Martingale, (M?) would be a submartingale, an thus, E[M?] would be
increasing. Since t — % is strictly decreasing, (M) is not a martingale.

Exercice 4
1. (a) Set f(z,t) = e sin(x). By It6 formula
Xt = 62 SlIl(Bt Bf, )

:/ i o) dB, + 2f( B)ds—l—/tgi:(s,Bs)dS
0

Ox 0z?

E{/Otessm( )ds] el — 1< oo,

Since

X is a martingale.

(b) Using the same method,
¢
Y, =1 —/ e? sin(B,) dB,
0

which is also a martingale.
(c¢) By properties of Ito integral, E[X;] = 0 and E[Y;] = 1 for all ¢.

2. There are obviously It6 processes. Moreover,

(X,Y>t:/0 e® cos(Bs) sin(Bs) ds.



