Prof. Dr. M. Hinz Bielefeld University
Christo Schreier

Probability : Sheet 7 (solution)

Problem 1

Q({x}) = Q((—OO, x] \ (_0071')) = Q((—OO, CU]) - Q((—OO, x))
Set ¢ (y) = Q((—o0,y]). By a proposition of the couse, v is continuous. Then,

1
(~o0.0) = U (-0 1]
anJl "
and thus, by continuity of the measure,
1 . 1 . 1

Q(~00,7)) = Q (91 (—oo,x - n}) ~ lm © ((—oo,x - n)) - lim (x - n) = ¥() = Q(—0.2),
where (x) come from continuity. Therefore,

Q((_OO’ CL‘D = Q((_OO7 :E)),
and thus Q({z}) = 0.

Problem 2
Since ¥ > 0, it define a density function if and only if
[ v@rds =1,
R
i.e. if and only if A = ﬁ.
150
P{50 < X <150} = Y(z)do = e 005 — 7015,

50

Problem 3

Let fx the density function of X. Since X i absolutely continuous, there is fx s.t.

px <y} = [ gxdn

Method 1 : If you don’t know the result that tells you that

E[h(X)] = / W) fx () da,

(I didn’t find the previouremark that

P{aX+b§x}P{X§ x;b}/ Fx(z)da,



and thus,

Fuxonla) = SB(ax +b<a) = Lfx <”“’ - b) .

Therefore,

E[aX+b]:/xfaXer(x)dx:é/Raer (xa_b> dr =, /R(au—l—b)fx(u)du

R =

a

:a/ufx(u)du—i—b/fX(u)du:aIE[X]+b.
R R
| S

=1
Method 2 : There is a theorem that says that if A : R — R is s.t. A(X) is a r.v., then

E[h(X)] = / h(z) fx () da.

R

Applying this to h(z) = ax + b the claim follow. (I didn’t see this result in your lecture note, so you may
be can’t use it).

Problem 9

An elementary random variable is a linear combinaison of finitely many unitary function of disjoints
events, i.e. if (2, F,P) is a probability space, an elementary r.v. is a function of the form

allAl +...+a"1An,

for A; € F for all ¢ and all A;’s are disjoints. The integral integral of such a function is given by
/ (a1lg, + ... +aply,)dP=a1P(A)) + ... + a,P(A4,).
Q
As you can see, the integral of a r.v. correspond to its expectation.

Problem 10

1.
/ X dP = 1P([0,1]) — 1P([=1,0]) + 1 - B({0}).
Q

Using
1 o2
P(A) = — [ e = du,
V2m /A

the claim follow (calculation are left to the readers).

Remark : As you can see, in the previous integral, I didn’t right the elementary r.v. as a sum of
unitary function of disjoints events. The reason is that the integral doesn’t depend on the writing,

i.e. let
n
X = ZailAw
i=1

where A;’s are not necessarily disjoints. Write X as a linear combinaison of unitary function of

disjoints events, i.e.
m
X =) blp,
i=1

where the B;’s are disjoints. Then,



Now,

Therefore

. We have that

where

Therefore,

/QXd]P’ =10-P <[i iD +5-P([1,10]) + 10 - P({100}).

P(A) = > Pk = Y 27~

keNNA keNNA

10
/XdIF’:5-22_k+10-2‘100:5+10~2100—5~2‘10.
Q k=1



