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Probability : Sheet 4 (solution)

Problem 1

Define the random variable Y : Q@ — R by Y (w) = w. In particular, P{Y € Q} = 1.
1. If we set g(k) = 2%, k € N*, then X = g(Y). By a formulae of the lecture

E[X] =E[g(Y)] =) g(k)P{Y =k} = i?ﬂP{Y =k} = i 2k .97k = o0,
k=1 k=1 k=1

2. If we set f(k) = (%)k, k € N* then Y = g(Y). By a formulae of the lecture

e’} [e%s} 3 k
BIX] = Blo()] = Y SR =1 =3 () =3,
k=1 k=1

3. If we set h(k) = (—1)*2% k € N*, then X = h(Y) and thus
n n 1 n
E[X]= lim ;g(k)P{Y =k} = lim ;(_mzk op = Jim ;(_1)’2

and since the last limit doesn’t exist, the expectation doesn’t exist.

Problem 3
Let Y(w) = w. Then the range of Y is , and thus, since X = |Y|, we get

2
1 1 1 3
EX] =E[Y] = Py =k} =2.2. - 4+2.= o=
[(X] =E[|Y]] k;QIkI {Y =k} S t2g 0o =1
To compute the variance, we use the fact that

Var(X) = E[X?] — E[X]?.

Since X? = Y2, we have

2 1 1 1 5
E[X?] = EP{Y =k} =2-4--4+2--4+0--=—.
[ ] k;2 { } 8+ 8+ 2 4
Therefore . 0 1
_X = - — — = —,
Var(X) =7~ 76 = 16
Problem 5
We have that P{X =k} = L for all k. Therefore
- 1 & 1 nn+1) n+l1
EX]=S WP{X =kl =-S k=" - ,
[X] ; { } n; - 5 5



Let Y = X2, The range of Y is D = {k? | k = 1,...,n}. Therefore,

E[Y] :ZjP{Y:j}:ZkQP{X:k}:%ZkQ

JjE€ED k=1 k=1
~ 1 n(rn+1)@2n+1) (m+1(@2n+1)
T n 6 - 6
_(n+1) (2n+1)
-2 3

Since % > "7“ for all n > 1, (you can prove it by induction), we get

1 1 1 2 1
Bxp =10 T I _mixy)

Problem 6

By definition
Var(X) = E[(X — E[X])?].

1. Using the exercise 8 of the sheet 3, we know that X <Y a.s. implies E[X] < E[Y]. Since
(X -E[X])?>0 as.,

we get Var(X) > 0.

2. Using linearity of expectation,
E[aX +b] = aE[X] + b,

and thus
2 2
E [@X +b—ElaX + b]) } = a’E [(X - IE[X]) ] = a®Var(X).
3. Since )
(X —E[X])” = X* — 2E[X] + E[X]?,
we get using linearity of the expectation (and recalling that E[X] € R) that

Var(X) = E [X? —2XE[X] + E[Xﬂ = E[X?] - 2E[X]E[X] + E[X]? = E[X?] - E[X]2.

Problem 7

Using Exercise 8 of sheet 3, we know that E[14] = P(A). Therefore, by 3. from the previous exercise,

Var(1a) = E[1%] — E[L4]? = B(A) — P(4)” = P(4)(1 - B(4)) = P(A)P(4°).

Problem 8

For me, Chebychev inequality and Markov inequality are the same... but in the litterature they can
be a bit different. The idea is anyway to remark that

[X| > [X[1{ x>0} = al{x|>a},
i.e.
[ X[ = al{x|za}-

Using the fact that E[14] = P(A) (see exercise 8 of the sheet 3) and the linearity of the expectation, we
get
E[IX]) > aP (|| > a}.

or more commonly
E[|X]]
P

P{|X]>a} <



Using this, you can get

Var(X)

P{|X ~E[X]| >} = P{|X —ElX]|" > *} < =

)

it’s maybe what you call Chebychev inequality 7



